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Abstract

The continuity, compactness and the spectrum of the Volterra integral operator
Vg with symbol an analytic function g, when acting on the classical Korenblum space
and other related weighted Fréchet or (LB) spaces of analytic functions on the open
unit disc, are investigated.

1 Introduction, notation and preliminaries

The aim of this note is to investigate the continuity and the spectrum of the Volterra
integral operator when it acts on certain weighted Fréchet or (LB) spaces of analytic
functions on the open unit disc D of the complex plane. Given a non-constant analytic
function g ∈ H(D), the Volterra operator Vg with symbol g is defined on the space H(D)
of analytic functions on the unit disc D by

Vg(f)(z) :=

∫ z

0
f(ζ)g′(ζ)dζ (z ∈ D).

We investigate the Volterra operator Vg when acting on spaces which appear as inter-
sections or unions of the growth Banach spaces of analytic functions defined below. The
characterizations of the continuity and compactness of Vg in terms of the symbol g in this
frame are presented in Proposition 2.2, 2.3, 2.5 and 2.6 in Section 2. The spectrum of Vg

is investigated in Section 3. It will be shown that the spectrum can be unbounded or not
closed. Here one of our main results is Theorem 3.11. The behavior of the Volterra oper-
ator on the Korenblum space is different from the one in the other inductive limit spaces.
Compare for example Proposition 2.2 with 2.3, and Proposition 3.9 with 3.10. The be-
havior of Vg also differs from the known one when it acts between the growth Banach
spaces used to define the unions or intersections. This case was thoroughly investigated
by Malman [24].

In this article the space H(D) is endowed with the Fréchet topology of uniform con-
vergence on compact sets. When we write a space, we mean a Hausdorff locally convex
space. We refer the reader to [25] for results and terminology about functional analysis,
and in particular about Fréchet and (LB)-spaces.

The inspiration and motivation for the present research come from two sources. Mal-
man [24] investigated recently the spectrum of Volterra operators on growth Banach spaces
of analytic functions, and Albanese, Ricker and the author [2] studied the continuity,
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compactness and spectrum of the Cesàro operator in the same context of unions and in-
tersections of growth spaces considered here. The Cesàro operator is closely related to
Volterra operators. Our results and their proofs below require a different approach and
new ingredients.

For each γ > 0, the growth Banach spaces of analytic functions are defined as

A−γ := {f ∈ H(D) : ∥f∥−γ := sup
z∈D

(1− |z|)γ |f(z)| < ∞}

and
A−γ

0 := {f ∈ H(D) : lim
|z|→1−

(1− |z|)γ |f(z)| = 0 }.

The articles [8] and [24] define these spaces using the weight (1−|z|2) instead of (1−|z|).
Since 1− |z| ≤ 1− |z|2 ≤ 2(1− |z|), the spaces are the same and the norms are equivalent.
Both A−γ and A−γ

0 are Banach spaces when endowed with the norm ∥.∥−γ . The space
A−γ

0 , which is a closed subspace of A−γ , coincides with the closure of the polynomials on
A−γ ; see e.g. [10]. The space H∞ of bounded analytic functions on D is contained in A−γ

0

for each γ > 0. These Banach spaces, as well as their intersections and unions, play a
relevant and important role in connection with the interpolation and sampling of analytic
functions; see [19, Section 4.3].

For each pair 0 < µ1 < µ2 we have A−µ1 ⊂ A−µ2
0 , with the natural inclusion being

continuous. Moreover, for each γ > 0, A−γ is canonically isomorphic to the bidual Banach
space (A−γ

0 )′′ of A−γ
0 , [10, 28].

The weighted spaces of analytic functions we consider in this paper are defined as
follows.

A−γ
+ := ∩µ>γA

−µ = {f ∈ H(D) : sup
z∈D

(1− |z|)µ|f(z)| < ∞ ∀µ > γ},

in which case also

A−γ
+ = ∩µ>γA

−µ
0 .

for each γ ≥ 0. And

A−γ
− := ∪µ<γA

−µ = {f ∈ H(D) : sup
z∈D

(1− |z|)µ|f(z)| < ∞ for some µ < γ}

in which case also

A−γ
− = ∪µ<γA

−µ
0 ,

for each 0 < γ ≤ ∞.
The space A−γ

+ is a Fréchet space when endowed with the locally convex topology

generated by the increasing sequence of norms |||f |||k := supz∈D(1 − |z|)γ+
1
k |f(z)|, for f ∈

A−γ
+ and each k ∈ N. We note, for 0 < µ1 < µ2, that the natural inclusion A−µ1 ⊂ A−µ2

0

is actually a compact operator between Banach spaces. Consequently, A−γ
+ is a Fréchet

Schwartz space, [21, §21.1 Example 1(b)]. In particular, bounded subsets of A−γ
+ are

relatively compact, [25, Remark 24.24]. Moreover, for every µ > γ > 0 we have A−γ ⊂
A−γ

+ ⊂ A−µ
0 with continuous inclusions.
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Each space A−γ
− is endowed with the finest locally convex topology such that all the

natural inclusion maps A−µ ⊂ A−γ
− , for µ < γ, are continuous. In particular, the space

A−γ
− = ∪k∈NA

−(γ− 1
k
) is the complete (DFS)-space

A−γ
− := ind

k
A−(γ− 1

k
) = ind

k
A

−(γ− 1
k
)

0 ,

which is necessarily a Schwartz space, [25, Proposition 25.20]. Of course, the inductive
limit is taken over all k ∈ N such that (γ − 1

k ) > 0. Furthermore, the (LB)-space A−γ
− is

regular, i.e., every bounded set B ⊂ A−γ
− is contained and bounded in the Banach space

A−µ for some 0 < µ < γ.
The Korenblum space A−∞

− , [22], denoted A−∞, is defined by

A−∞ := ∪0<γ<∞A−γ = ∪n∈NA
−n

and is endowed with the finest locally convex topology such that all the natural inclusion
maps A−n ⊂ A−∞ are continuous, that is, A−∞ = indnA

−n. It is well-know that A−∞ is
an algebra with continuous pointwise multiplication which is closed under derivation and
integration. Further information can be found in [19, Section 4.3]. We mention, for all
γ > 0, that A−γ

− ⊂ A−γ
0 ⊂ A−γ ⊂ A−γ

+ with continuous inclusions.
If g(z) = z, z ∈ D, the Volterra operator Vg coincides with the integration opera-

tor, which we denote by J . If one takes g(z) = − log(1 − z), z ∈ D, then C(f)(z) :=
(1/z)Vg(f)(z), z ∈ D, z ̸= 0, and C(f)(0) := f(0) is the Cesàro operator. This operator
when acting on A−γ

+ and A−γ
− was investigated in [2].

The functions g and g−g(0) define the same Volterra operator. This is why we assume
sometimes that g(0) = 0. Clearly Vg defines a continuous operator on H(D). The Volterra
operator for holomorphic functions on the unit disc was introduced by Pommerenke [27]
and he proved that Vg is bounded on the Hardy space H2, if and only if g ∈ BMOA.
Aleman and Siskakis [6] extended this result for Hp, 1 ≤ p < ∞, and they considered later
in [7] the case of weighted Bergman spaces. Volterra operators on weighted Banach spaces
of holomorphic functions on the disc of type H∞ have been investigated recently in [8],
thus extending results in [20] and [30].

Aleman, Constantin, Peláez and Persson [3], [4] and [5] investigated the spectra of
Volterra and Cesàro operators on several spaces of holomorphic functions on the disc. See
also [1]. The spectra of Volterra operators acting on growth spaces has been recently
investigated by Malman [24]. Constantin started in [13] the study of the Volterra operator
on spaces of entire functions. She characterized the continuity of Vg on the classical Fock
spaces and investigated its spectrum. The investigation of the spectrum of the Volterra
operator for weighted spaces of entire functions was continued in [12] and [14].

2 Continuous Volterra operators on A−γ
+ and A−γ

−

The Volterra operator Vg, g ∈ H(D), is continuous (respectively compact) on A−α and,
equivalently on A−α

0 , if and only if g belongs to the Bloch space B (respectively to the little
Bloch space B0). This was proved by Hu [20] and Stević [30]; see also Proposition 3.1 in
[24]. Recall that a function g ∈ H(D) belongs to B if and only if supz∈D(1−|z|)|g′(z)| < ∞,
and g belongs to B0 if and only if lim|z|→1(1− |z|)|g′(z)| = 0. We refer the reader to [32]
for more information about Bloch spaces. Our next lemma is a consequence of Theorem
1 in [8] and it is stated for further reference below.

Lemma 2.1 Let g ∈ H(D) be an analytic function and let α > 0 and β > 0.
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(i) The operator Vg : A−α → A−β is continuous if and only if Vg : A−α
0 → A−β

0 is
continuous and if and only if

sup
z∈D

(1− |z|)β−α+1|g′(z)| < ∞.

(ii) If α < β, then Vg : A−α → A−β is continuous if and only if Vg : A−α
0 → A−β

0 is
continuous and if and only if g ∈ A−(β−α).

Proof. (i) It is well known that the weight V (z) = (1 − |z|)γ , γ > 0, is essential in the
sense of Section 2 in [8] and [9]. Therefore Theorem 1 in [8] implies that Vg : A−α → A−β

is continuous (or equivalently Vg : A−α
0 → A−β

0 is continuous) if and only if supz∈D(1 −
|z|)β−α+1|g′(z)| < ∞.

(ii) If α < β, part (i) implies that the continuity of Vg is equivalent to g′ ∈ A−(β−α+1).
Since β − α > 0, we can apply a classical result of Hardy and Littlewood, see Theorem
5.5 in [16], to get that this is equivalent to g ∈ A−(β−α). 2

Proposition 2.2 Let g ∈ H(D) be an analytic function.

(1) Let 0 ≤ γ < ∞. The operator Vg : A−γ
+ → A−γ

+ is continuous if and only if g ∈ A−0
+ .

(2) Let 0 < γ < ∞. The operator Vg : A−γ
− → A−γ

− is continuous if and only if g ∈ A−0
+ .

Proof. (1) Since A−γ
+ = ∩µ>γA

−µ
0 , and the polynomials are dense in each A−µ

0 , the Fréchet

space A−γ
+ is the reduced projective limit of the Banach spaces A−µ

0 , µ > γ. Accordingly,

Vg : A−γ
+ → A−γ

+ is continuous if and only if for each µ > γ there is γ < α < µ such that

Vg : A−α
0 → A−µ

0 is continuous.
Assume that g ∈ A−η for each η > 0. Given µ > γ, take any γ < α < µ. By Lemma

2.1 (ii), Vg : A−α
0 → A−µ

0 is continuous since g ∈ A−(µ−α). Therefore Vg : A−γ
+ → A−γ

+ is
continuous.

Now suppose that Vg : A−γ
+ → A−γ

+ is continuous. Fix η > 0. Given µ := γ + η, there

is γ < α < µ such that Vg : A−α
0 → A−µ

0 is continuous. By Lemma 2.1 (ii), g ∈ A−(µ−α).
Since µ− α < η, we have g ∈ A−η. Since η > 0 is arbitrary, g ∈ A−0

+ .

(2) It follows from Grothendieck’s factorization theorem (see Theorem 24.33 in [25])
that the operator Vg : A−γ

− → A−γ
− is continuous if and only if for each 0 < α < γ there

is α < µ < γ such that Vg : A−α → A−µ is continuous. The rest of the argument is very
similar to the Fréchet case (1). 2

The function g(z) = − log(1 − z), z ∈ D is unbounded and Vg defines a continuous
operator on A−α for each α > 0, hence on A−γ

+ , γ ≥ 0, and on A−γ
− , γ > 0.

Define the weight vlog(z) := (log(e/(1 − |z|))−1, z ∈ D. We say that g ∈ H(D)
has logarithmic mean growth if supz∈D vlog(z)|g(z)| < ∞. It is well known that every
analytic function g in the Bloch space B has logarithmic mean growth, that is g satisfies
supz∈D vlog(z)|g(z)| < ∞. See e.g. page 106 in [32]. There are analytic functions g /∈ B
which have logarithmic mean growth. See for example Theorem 1.5 in [11] and the results
in [17]. It is easy to see that every analytic function with logarithmic mean growth belongs
to A−0

+ . Therefore the Volterra operator Vg for such symbols g is continuous on A−γ
+ and

A−γ
− for each γ, but it is not continuous on each A−α for each α > 0.
The space Hvlog of all analytic functions with logarithmic mean growth is a Banach

space for the norm ||g||log := supz∈D vlog(z)|g(z)|, and it is contained but different from
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A−0
+ . Indeed, if they were equal, the closed graph theorem would imply that the space is

simultaneously a Banach space and a Fréchet Schwartz space, hence finite dimensional. A
contradiction.

The case of the Korenblum space below should be compared with Proposition 3.2 in
[12].

Proposition 2.3 Let g ∈ H(D) be an analytic function. The operator Vg : A−∞ → A−∞

is continuous if and only if g ∈ A−∞.

Proof. Grothendieck’s factorization theorem can be applied to conclude that Vg : A−∞ →
A−∞ is continuous if and only if for each n ∈ N there is m ∈ N,m > n, such that
Vg : A−n → A−m is continuous. The conclusion follows from Lemma 2.1 (ii). 2

The Volterra operator Vg for a symbol g with logarithmic mean growth is continuous
on A−∞, but it does not act (continuously) from each step A−n into itself.

An operator T : X → X on a space X is called compact (resp. bounded) if there exists
a neighbourhood U of 0 such that T (U) is a relatively compact (resp. bounded) subset
of X. Every bounded operator is continuous. If the bounded subsets of X are relatively
compact, as it happens if X is one of the spaces A−γ

+ or A−γ
− , then bounded and compact

operators T : X → X coincide. The following lemma is well-known and it follows from
the definitions involved.

Lemma 2.4 (i) Let E := projmEm and F := projnFn be Fréchet spaces which are
projective limits of Banach spaces. Assume that E is dense in Em and that Em+1 ⊂
Em with a continuous inclusion for each m ∈ N (resp. Fn+1 ⊂ Fn with a continuous
inclusion for each n ∈ N). Let T : E → F be a continuous linear operator. Then T
is bounded if and only if there exists m0 ∈ N such that, for every n ∈ N, the operator
T has a unique continuous linear extension Tm0,n : Em0 → Fn.

(ii) Let X = indnXn and Y = indm Ym be two (LB)-spaces which are increasing unions
of Banach spaces X = ∪∞

n=1Xn and Y = ∪∞
m=1Ym. Let T : X → Y be a continuous

linear map. Assume that Y is a regular (LB)-space. Then T is bounded if and only
if there exists m ∈ N such that T (Xn) ⊂ Ym and T : Xn → Ym is continuous for all
n ≥ m.

Proposition 2.5 Let g ∈ H(D) be an analytic function.

(1) Let 0 ≤ γ < ∞. The operator Vg : A−γ
+ → A−γ

+ is compact if and only if there is
ε ∈]0, 1[ such that supz∈D(1− |z|)1−ε|g′(z)| < ∞.

(2) Let 0 < γ < ∞. The operator Vg : A−γ
− → A−γ

− is compact if and only if there is
ε ∈]0, 1[ such that supz∈D(1− |z|)1−ε|g′(z)| < ∞.

Proof. (1) First suppose that Vg : A−γ
+ → A−γ

+ is bounded (or equivalently compact in

this case). By Lemma 2.4 (i) applied to E = F = A−γ
+ = ∩µ>γA

−µ
0 , there is µ > γ such

that for each γ < α < µ the operator Vg : A−µ
0 → A−α

0 is continuous. Take any α with
γ < α < µ and apply Lemma 2.1 (i) to conclude that

sup
z∈D

(1− |z|)1+α−µ|g′(z)| < ∞.

The conclusion follows taking ε := µ− α.
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Now assume that supz∈D(1− |z|)1−ε|g′(z)| < ∞ for some ε ∈]0, 1[. Given γ ≥ 0, select
µ := γ + ε. For each γ < α < µ we have

sup
z∈D

(1− |z|)1+α−µ|g′(z)| ≤ sup
z∈D

(1− |z|)1−ε|g′(z)| < ∞.

This implies by Lemma 2.1 (i) that Vg : A−µ
0 → A−α

0 is continuous for each γ < α < µ. We
can apply Lemma 2.4 (i) to conclude that Vg : A−γ

+ → A−γ
+ is bounded, hence compact.

(2) By Lemma 2.4 (ii) the operator Vg : A−γ
− → A−γ

− is compact, or equivalently
bounded, if and only if there is µ < γ such that for each µ < α < γ the operator
Vg : A−α → A−µ is continuous. By Lemma 2.1 (i) this in turn is equivalent to supz∈D(1−
|z|)1+µ−α|g′(z)| < ∞ for each µ < α < γ. Observe that now µ− α < 0. The proof now is
completed similarly as in part (1). 2

Proposition 2.6 Let g ∈ H(D) be an analytic function. The operator Vg : A−∞ → A−∞

is compact if and only if g is constant, that is Vg = 0.

Proof. If Vg : A−∞ → A−∞ is compact, then it follows from Lemma 2.4 (ii) that
there is m ∈ N such that for each n ∈ N, n > m the operator Vg : A−n → A−m is
continuous. In particular, Vg : A−(m+2) → A−m is continuous. Now Lemma 2.1 (i) implies
supz∈D(1 − |z|)−1|g′(z)| < ∞. That is, there is M > 0 such that |g′(z)| ≤ M(1 − |z|) for
each z ∈ D. Cauchy inequalities (or the maximum modulus principle) imply that g′(z) = 0
for each z ∈ D and g is constant. 2

If g is a non-constant polynomial with g(0) = 0, then the Volterra operator is compact
on A−γ

− for each 0 < γ < ∞ but it is continuous and not compact on A−∞.

3 Spectra of Volterra operators on A−γ
+ and A−γ

−

Let T : X → X be a continuous operator on a space X. We write T ∈ L(X). The resolvent
set ρ(T ) of T consists of all λ ∈ C such that R(λ, T ) := (λI − T )−1 is a continuous linear
operator, that is T − λI : X → X is bijective and has a continuous inverse. Here I stands
for the identity operator on X. The set σ(T ) := C \ ρ(T ) is called the spectrum of T .
The point spectrum σpt(T ) of T consists of all λ ∈ C such that (λI − T ) is not injective.
If we need to stress the space X, then we write σ(T ;X), σpt(T ;X) and ρ(T ;X). Unlike
for Banach spaces X, it may happen that ρ(T ) = ∅ or that ρ(T ) is not open. This is
why some authors (see e.g. [31]) prefer to consider ρ∗(T ) instead of ρ(T ) consisting of all
λ ∈ C for which there exists δ > 0 such that B(λ, δ) := {z ∈ C : |z − λ| < δ} ⊂ ρ(T )
and {R(µ, T ) : µ ∈ B(λ, δ)} is equicontinuous in L(X). Define the Waelbroeck spectrum
σ∗(T ) := C \ ρ∗(T ), which is a closed set containing σ(T ). If T ∈ L(X) with X a Banach
space, then σ(T ) = σ∗(T ).

We recall a few preliminary results about the spectrum of the Volterra operator on
H(D) to be found in [3] and [4]; see also [12] for detailed proofs in the case of entire
functions.

For each non-constant analytic function g ∈ H(D) with g(0) = 0 the Volterra operator
Vg associated with g acts continuously on H(D).

Proposition 3.1 Let g ∈ H(D) be a non-constant analytic function such that g(0) = 0.
(1) The operator Vg − λI : H(D) → H(D) is injective for each λ ∈ C. In particular

σpt(Vg, H(D)) = ∅. Moreover, 0 ∈ σ(Vg,H(D)).
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(2) Given λ ∈ C, λ ̸= 0, and h ∈ H(D), the equation f − (1/λ)Vgf = h has a unique
solution given by

f(z) = Rλ,gh(z) = h(0)e
g(z)
λ + e

g(z)
λ

∫ z

0
e−

g(ζ)
λ h′(ζ)dζ, z ∈ D.

(3) The operator Vg satisfies σ(Vg,H(D)) = {0} and σpt(Vg,H(D)) = ∅.

Lemma 3.2 Let X ⊂ H(D) be a locally convex space that contains the constants and such
that the inclusion X ⊂ H(D) is continuous. Assume that Vg : X → X is continuous for
some non-constant analytic function g such that g(0) = 0. Then

{0} ∪ {λ ∈ C \ {0} | e
g
λ /∈ X} ⊂ σ(Vg, X).

Lemma 3.3 Let X ⊂ H(D) be a locally convex space that contains the constants and
such that the inclusion X → H(D) is continuous. Assume that Vg : X → X is continuous
for some non-constant entire function g such that g(0) = 0. The following conditions are
equivalent:

(i) λ ∈ ρ(Vg, X).

(ii) Rλ,g : X → X is continuous.

(iii) (a) e
g
λ ∈ X, and

(b) Sλ,g : X0 → X0, Sλ,gh(z) := e
g(z)
λ

∫ z
0 h′(ζ)e−

g(ζ)
λ dζ, z ∈ C, is continuous on the

subspace X0 of X of all the functions h ∈ X with h(0) = 0.

The following two abstract lemmas about the spectrum of operators between Fréchet
or (LB)-spaces will be useful later. We refer the reader to the Appendix of [2].

Lemma 3.4 Let X = ∩n∈NXn be a Fréchet space which is the intersection of a sequence
of Banach spaces ((Xn, ∥ · ∥n))n∈N satisfying Xn+1 ⊂ Xn with ∥x∥n ≤ ∥x∥n+1 for each
n ∈ N and x ∈ Xn+1. Let T ∈ L(X) satisfy the following condition:

(A) For each n ∈ N there exists Tn ∈ L(Xn) such that the restriction of Tn to X (resp.
of Tn to Xn+1) coincides with T (resp. with Tn+1).

Then σ(T ;X) ⊂ ∪n∈Nσ(Tn;Xn) and R(λ, T ) coincides with the restriction of R(λ, Tn) to
X for each n ∈ N and each λ ∈ ∩n∈Nρ(Tn;Xn).

Moreover, if ∪n∈Nσ(Tn;Xn) ⊂ σ(T ;X), then σ∗(T ;X) = σ(T ;X).

Lemma 3.5 Let E = indnEn be a Hausdorff inductive limit of Banach spaces. Let T ∈
L(E) satisfy the following condition:

(A) For each n ∈ N the restriction Tn of T to En maps En into itself and Tn ∈ L(En).
Then the following properties are satisfied.

(i) σpt(T ;E) = ∪n∈Nσpt(Tn;En).

(ii) σ(T ;E) ⊂ ∩m∈N (∪∞
n=mσ(Tn;En)).

(iii) If ∪∞
n=mσ(Tn;En) ⊂ σ(T ;E) for some m ∈ N, then

σ∗(T ;E) = σ(T ;E).
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Proposition 3.6 Let g ∈ H∞ be a bounded analytic function with g(0) = 0.

1) If γ ≥ 0, then σ(Vg, A
−γ
+ ) = σ∗(Vg, A

−γ
+ ) = {0}.

(2) If 0 < γ ≤ ∞, then σ(Vg, A
−γ
− ) = σ∗(Vg, A

−γ
− ) = {0}.

The same statements hold if g ∈ B0.

Proof. By Lemma 3.2, {0} is contained in the spectrum of Vg in A−γ
+ and in A−γ

− . If
g ∈ H∞, the argument in the proof of Corollary 5.5 in [24] shows that σ(Vg, A

−α) = {0}
for each α > 0. The conclusion in part (1) follows from Lemma 3.4 and in part (2) from
Lemma 3.5 (ii) and (iii).

If g ∈ B0, then Vg is compact on each growth Banach space A−α and its spectrum
reduces to {0}; see [24]. 2

The following Lemma is a particular case of Theorem 5.6 in Malman [24].

Lemma 3.7 If g(z) = c log(1/(1 − wz)), z ∈ D with c, w ∈ C, c ̸= 0, |w| = 1, then
Vg : A−α → A−α, α > 0, is continuous and σ(Vg, A

−α) = {λ ∈ C | Re( cλ) ≥ α}.

In the notation of Lemma 3.7, we understand 0 ∈ {λ ∈ C | Re( cλ) ≥ α}. With this

in mind, this set coincides with the disc {λ ∈ C | |λ − c
2α | ≤

|c|
2α}. Our next two results

should be compared with Theorems 1.2 and 1.3 in [2].

Proposition 3.8 Let g(z) = c log(1/(1 − wz)), z ∈ D with c, w ∈ C, c ̸= 0, |w| = 1, For
each γ ≥ 0 the operator Vg : A−γ

+ → A−γ
+ is continuous. Moreover σ(Vg, A

−γ
+ ) = {λ ∈

C | Re( cλ) > γ} and σ∗(Vg, A
−γ
+ ) = σ(Vg, A

−γ
+ ).

Proof. The operator Vg : A−γ
+ → A−γ

+ is continuous by Proposition 2.2 (1).
In order to determine the spectrum of Vg, observe that the analytic function g satisfies∣∣eg(z)/λ∣∣ ≃ 1

|1− wz|Re(c/λ)
.

See (1) in page 26 of [24].
Now take λ ∈ C such that γ < Re(c/λ) and select γ < β < Re(c/λ). Then eg/λ /∈ A−β,

hence eg/λ /∈ A−γ
+ . This implies λ ∈ σ(Vg, A

−γ
+ ) by Lemma 3.2. We have shown

{λ ∈ C | Re( c
λ
) > γ} ⊂ σ(Vg, A

−γ
+ ).

On the other hand, we can apply Lemmas 3.4 and 3.7 to conclude

σ(Vg, A
−γ
+ ) ⊂

∪
k∈N

σ(Vg, A
−(γ+(1/k))) =

=
∪
k∈N

{λ ∈ C | Re( c
λ
) ≥ γ +

1

k
} = {λ ∈ C | Re( c

λ
) > γ}.

Thus σ(Vg, A
−γ
+ ) = {λ ∈ C | Re( cλ) > γ}. Moreover, we have∪

k∈N
{λ ∈ C | Re( c

λ
) ≥ γ +

1

k
} ⊂ σ(Vg, A

−γ
+ ),

and we can apply Lemma 3.4 to conclude σ∗(Vg, A
−γ
+ ) = σ(Vg, A

−γ
+ ). 2
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If γ = 0 in Proposition 3.8, then σ(Vg, A
−0
+ ) = {λ ∈ C | Re( cλ) > 0} is the union of {0}

and an open half plane of C with 0 at the boundary, which depends on c. Therefore it is
unbounded. If γ > 0, then σ(Vg, A

−0
+ ) is bounded but not closed.

Proposition 3.9 Let g(z) = c log(1/(1 − wz)), z ∈ D with c, w ∈ C, c ̸= 0, |w| = 1,
For each γ ∈]0,∞[ the operator Vg : A−γ

− → A−γ
− is continuous, and σ(Vg, A

−γ
− ) =

σ∗(Vg, A
−γ
− ) = {λ ∈ C | Re( cλ) ≥ γ}.

Proof. It follows from Proposition 2.2 (2) that Vg : A−γ
− → A−γ

− is continuous.
Fix λ ∈ C such that γ ≤ Re(c/λ). In particular α < Re(c/λ) for each α < γ. We apply

the estimate (10) in [24] mentioned in the proof of Proposition 3.8 to conclude eg/λ /∈ A−α

for each α < γ. This implies eg/λ /∈ A−γ
− . Hence λ ∈ σ(Vg, A

−γ
− ) by Lemma 3.2. We have

shown
{λ ∈ C | Re( c

λ
) ≥ γ} ⊂ σ(Vg, A

−γ
− ).

On the other hand, Lemmas 3.5 and 3.7 yield

σ(Vg, A
−γ
− ) ⊂

∩
m∈N

∪
n≥m

σ(Vg, A
−(γ−(1/n))) =

∩
m∈N

∪
n≥m

{λ ∈ C | Re( c
λ
) ≥ γ − 1

n
} =

=
∩
m∈N

{λ ∈ C | Re( c
λ
) > γ − 1

m
} = {λ ∈ C | Re( c

λ
) ≥ γ}.

It remains to prove the statement about the Waelbroeck spectrum. We adapt an argument
in [2, Proposition 2.9]. If λ /∈ σ(Vg, A

−γ
− ) there are r > 0 and n(0) ∈ N such that, for all

n ≥ n(0),

B(λ, r) ∩ {λ | Re(c/λ) ≥ γ − 1

n
} = ∅.

Therefore B(λ, r) ⊂ ρ(Vg, A
−γ
− ), as well as B(λ, r) ⊂ ρ(Vg, A

−(γ−(1/n))) for each n ≥ n(0).

In particular, {R(µ, Vg) : µ ∈ B(λ, r)} is equicontinuous, that is, operator norm bounded

in L(A−(γ− 1
n
)) for every n ≥ n(0). We claim that the set {R(µ, Vg) : µ ∈ B(λ, r)} is

equicontinuous in L(A−γ
− ). This would verify that λ ̸∈ σ∗(Vg, A

−γ
− ). To establish the claim

it suffices to show that {R(µ, Vg)f : µ ∈ B(λ, r)} is a bounded set in A−γ
− for all f ∈ A−γ

−
by the Banach-Steinhaus principle, which is applicable since A−γ

− is a (DFS)-space. Fix

f ∈ A−γ
− . Then f ∈ A−(γ− 1

n
) for some n ≥ n0. So, {R(µ, Vg)f : µ ∈ B(λ, r)} is a bounded

set in A
−(γ− 1

n
)

0 and hence, also in A−γ
− . This completes the proof. 2

For A−∞ we have the following complement of Propositions 3.6 (2) and 3.9 for symbols
with logarithmic mean growth. Observe that in this case we cannot use in general Lemma
3.5, because the Volterra operator need not act from each step into itself.

Proposition 3.10 If g ∈ H(D) is an analytic function with g(0) = 0 such that

sup
z∈D

vlog(z)|g(z)| < ∞, with vlog(z) := (log(e/(1− |z|))−1, z ∈ D,

then Vg : A−∞ → A−∞ is continuous and σ(Vg, A
−∞) = σ∗(Vg, A

−∞) = {0}.

Proof. Proposition 2.3 implies that Vg : A−∞ → A−∞ is continuous. By Lemma 3.2, {0}
is contained in the spectrum of Vg in A−∞. Fix λ ̸= 0. Since supz∈D vlog(z)|g(z)| ≤ M for
some M > 0, we have

|eg(z)/λ| ≤
(

e

(1− |z|

)M/|λ|

9



for each z ∈ D. Thus eg/λ ∈ A−∞. The space A−∞ is and algebra with continuous multipli-
cation which is closed under differentiation and under the integration operator. Therefore
both conditions (a) and (b) in Lemma 3.3 (iii) are satisfied. Hence λ ∈ ρ(Vg, A

−∞) and
σ(Vg, A

−∞) is {0}.
It remains to show that every λ ̸= 0 belongs to ρ∗(Vg, A

−∞). To see this, given λ ̸= 0,
select ε > 0 and n(0) ∈ N such that |µ| > 1/n(0) if |µ − λ| < ε. We must prove that
the set {R(µ, Vg) | |µ − λ| < ε} is equicontinuous in L(A−∞). Since A−∞ = indnA

−n, it
is enough to show that for each n ∈ N there are m > n and K > 0 such that for each
h ∈ A−n

sup
z∈D

(1− |z|)m|R(µ, Vg)h(z)| ≤ K sup
z∈D

(1− |z|)n|h(z)|.

By assumption supz∈D vlog(z)|g(z)| ≤ M for some M > 0. Therefore, if |µ− λ| < ε, since
|µ| > 1/n(0), we get

|e
g(z)
µ | ≤

(
e

(1− |z|

)n(0)M

.

Now, given n ∈ N we select m ∈ N with m > n+ 2n(0)M + 1. By Proposition 3.1 (2) we
get, for each z ∈ D,

R(µ, Vg)h(z) = (1/µ)h(0)e
g(z)
µ + (1/µ)e

g(z)
µ

∫ z

0
e
− g(ζ)

µ h′(ζ)dζ.

For z ∈ D and h ∈ A−n we have

|R(µ, Vg)h(z)| ≤ n(0)|h(0)|
(

e

(1− |z|

)n(0)M

+ n(0)

(
e

(1− |z|

)2n(0)M

|z| max
|ζ|=|z|

|h′(ζ)|.

The differentiation operator is continuous from A−n into A−(n+1) by Theorem 5.5 in [16]
and the closed graph theorem, hence there is C > 0 such that supz∈D(1− |z|)n+1|h′(z)| ≤
C supz∈D(1− |z|)n|h(z)| for each h ∈ A−n. This implies, for h ∈ A−n,

sup
z∈D

(1− |z|)m|R(µ, Vg)h(z)| ≤ (n(0)en(0)M + Cn(0)e2n(0)M ) sup
z∈D

(1− |z|)n|h(z)|.

This completes the proof. 2

It follows from Proposition 3.10 that σ(Vg, A
−∞
+ ) = σ∗(Vg, A

−∞
+ ) = {0} for g(z) =

c log(1/(1−wz)), z ∈ D with c, w ∈ C, c ̸= 0, |w| = 1. Compare with Proposition 3.9. Now
we investigate the spectrum of Vg on the Korenblum space A−∞

+ for symbols that are not
of logarithmic mean growth.

Theorem 3.11 Let g ∈ A−∞ satisfy g(0) = 0. The following conditions are equivalent.

(1) The function g is of logarithmic mean growth.

(2) σ∗(Vg, A
−∞
+ ) = {0}

(4) σ∗(Vg, A
−∞
+ ) is bounded.

Proof. Condition (1) implies (2) by proposition 3.10. Clearly (2) implies (3). We show
that (3) implies (1). Assume that σ∗(Vg, A

−∞
+ ) is bounded. There is δ > 0 such that

λ ∈ ρ∗(Vg, A
−∞
+ ) for each λ ∈ C with |λ| = δ. The definition of the complement of

Waelbroeck spectrum and a compactness argument imply that the set {R(λ, Vg) | |λ| = δ}
is equicontinuous in L(A−∞

+ ). Hence the set {R(λ, Vg)1 | |λ| = δ} is bounded inA−∞. Since
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A−∞ = indnA
−n is a regular inductive limit, there is N ∈ N such that {R(λ, Vg)1 | |λ| = δ}

is bounded in A−N . Now we use R(λ, Vg)1 = (1/λ)eg/λ to conclude that there is M > 0
such that, for each z ∈ D and |λ| = δ,

(1− |z|)N |(1/λ)eg(z)/λ| ≤ M.

That is, (1 − |z|)N |eg(z)/λ| ≤ Mδ for each z ∈ D and |λ| = δ. For each z ∈ D there is
|θ(z)| = 1 such that g(z) = |g(z)|θ(z). Then

(1− |z|)Ne|g(z)|/δ = (1− |z|)Neg(z)/(θ(z)δ) ≤ Mδ.

Therefore, for each z ∈ D,

|g(z)|
δ

≤ log(Mδ)−N log(1− |z|).

There is r(0) ∈]0, 1[ such that, if r(0) < |z| < 1, then |g(z)|
δ ≤ −2N log(1 − |z|), hence

|g(z)| ≤ −2Nδ log(1− |z|), and g is of logarithmic mean growth. 2

Lemma 3.12 If g ∈ A−∞ satisfies that eg/λ and e−g/λ belong to A−∞, then µλ ∈
ρ(Vg, A

−∞) for each µ > 0.

Proof. It is easy to see that if eg/λ ∈ A−∞, then eg/µλ ∈ A−∞ for each µ > 0. Accordingly,
it is enough to prove the result for µ = 1.

To show that λ ∈ ρ(Vg, A
−∞), we check that the two conditions in Lemma 3.3 (iii) are

satisfied. Condition (a), i.e. eg/λ ∈ A−∞, holds by assumption. On the other hand, the
operator

Sλ,gh(z) := e
g(z)
λ

∫ z

0
h′(ζ)e−

g(ζ)
λ dζ, z ∈ C,

is continuous on A−∞ because the operators of differentiation, integration and of multi-
plication by a function in A−∞ are all continuous. Therefore condition (b) is also satisfied
and the proof is complete. 2

Proposition 3.13 If g ∈ A−∞ with g(0) = 0 satisfies that σ(Vg, A
−∞
+ ) is bounded, then

σ(Vg, A
−∞
+ ) = {0}.

Proof. If σ(Vg, A
−∞
+ ) is bounded, then there is δ > 0 such that λ ∈ ρ(Vg, A

−∞
+ ) for each

λ ∈ C with |λ| = δ. Hence, by Lemma 3.3, both eg/λ and e−g/λ belong to A−∞ for each
|λ| = δ. We apply Lemma 3.12 to conclude that ρ(Vg, A

−∞) = C \ {0}. 2

Proposition 3.14 If g ∈ A−∞ with g(0) = 0 satisfies eg /∈ A−∞, then [0,+∞[⊂ σ(Vg, A
−∞
+ ).

This holds in particular for the functions gs(z) := −1 + 1/(1− z)s, s > 0.

Proof. Since eg /∈ A−∞, it follows that eg/µ /∈ A−∞ for each µ > 0, as it is easy to see
proceeding by contradiction. The conclusion follows from Lemma 3.2.

The function hs(z) = 1/(1 − z)s = gs(z) + 1, s > 0 belongs to A−∞, but ehs /∈ A−∞,
since otherwise there would be N ∈ N such that supk k

−N exp(ks) < ∞, which is not the
case. 2

We conclude the paper with the following concrete example.
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Proposition 3.15 The function g(z) = z/(1− z), which belongs to A−∞ satisfies

(1) {λ ∈ C | λ not a negative real number} ⊂ σ(Vg, A
−∞
+ ), and

(2) σ∗(Vg, A
−∞
+ ) = C.

Proof. Set h(z) = 1/(1− z) = g(z) + 1. We show that eh/λ /∈ A−∞ for each λ ∈ C which
is not a negative real number. Then Lemma 3.2 implies statement (1). Statement (2)

follows from (1) since σ(Vg, A
−∞
+ ) ⊂ σ∗(Vg, A

−∞
+ ) holds in general.

Assume first that eh/µ ∈ A−∞ for some µ > 0. There are n ∈ N and M > 0 such that
(1− |z|)n|eh(z)/µ| ≤ M for each z ∈ D. Evaluating at the points zk = 1− (1/k), k ∈ N, we
get ek/µ ≤ Mkn for each n ∈ N; a contradiction.

Now let λ ∈ C, λ ̸= 0, satisfy that its imaginary part is not 0, and write 1/λ =
α+ iβ, β ̸= 0. Select γ > 0 such that γ > β2/α.

If z = a+ ib ∈ D, then

Re

(
h(z)

λ

)
= Re

(
α+ iβ

(1− a)− ib

)
=

α(1− a)− bβ

(1− a)2 + b2
.

For k > (γ2 + β2)/γ, we define ak := 1− (γ/k), bk := −β/k and zk := ak + ibk. Then

|zk|2 = 1− 2γ
k + γ2+β2

k2
< 1 and zk ∈ D. Moreover,

Re

(
h(zk)

λ

)
=

αγ + β2

γ2 + β2
k.

Hence ∣∣eh(zk)

λ

∣∣ = exp

(
αγ + β2

γ2 + β2
k

)
.

Assume that e
h(z)
λ ∈ A−∞. Then there are s ∈ N and M > 0 such that for each k >

(γ2 + β2)/γ we have

(1− |zk|)s
∣∣eh(zk)

λ

∣∣ ≤ M.

Since γ
k − γ2+β2

k2
> 0, we have

1− |zk| ≥
1− |zk|2

2
=

1

2

(
2γ

k
− γ2 + β2

k2

)
≥ 1

2

γ

k
.

This yields, for all k > (γ2 + β2)/γ,( γ

2k

)s
exp

(
αγ + β2

γ2 + β2
k

)
≤ M.

This contradiction completes the proof. 2

It is easy to see that f(z) := e1/(z−1) ∈ H∞ ⊂ A−∞
+ . However 1/f(z) = e1/(1−z) /∈

A−∞
+ . Compare with the assumption in Lemma 3.12. Incidentally, this observation implies

the known fact that the algebra A−∞
+ is not inverse closed.
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[30] S. Stević, Boundedness and compactness of an integral operator on a weighted space
on the polydisc, Indian J. Pure Appl. Math. 37 (2006), 343–355.

[31] F. H Vasilescu, Analytic functional calculus and spectral decompositions. Translated
from the Romanian. Mathematics and its Applications (East European Series), 1. D.
Reidel Publishing Co., Dordrecht, 1982.

[32] K. Zhu, Operator Theory on Function Spaces, Math. Surveys and Monographs Vo.
138. Amer. Math. Soc. 2007.

Author’s address:
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